There is an increasing cancer burden in India across ages and sexes. The most significant cancer incident rate in females is 'Breast Cancer'. Early detection and treatment are the key to lower mortality rate and better survival rates for cancer patients in the country. This review paper provides an understanding of the various types of breast cancers, their symptoms, causes, current detection and diagnosis methods. The paper presents different Machine Learning (ML) techniques that are in development for the detection and diagnosis of breast cancer. The objective of the paper is to highlight outcomes of some select previous studies between 2016 to 2020 using various ML techniques and summarize the selected algorithms which can be used for breast cancer prediction and diagnosis. In our paper, we have also made an attempt to implement the Convolutional Neural Networks (CNN) model on the Breast Cancer Wisconsin (Diagnostic) dataset, whose results are presented and discussed.

Understanding breast cancer is important [18, 19, 20]. Breast cancer originates in the breast tissue; occurs when breast cells mutate and grow out of control, creating a mass or tumor. Similar to any other cancer, breast cancer can invade and grow into the tissue surrounding the breast and may also travel to other parts of the body and form new tumors. A phenomenon called metastasis. There are several different types of breast cancer, including:

1. **Infiltrating (invasive) ductal carcinoma (IDC)** - Starts in the milk ducts of the breast and breaks through the wall of the duct and spreads to surrounding breast tissue. Making up about 80% of all cases, this is the most common type of breast cancer [20].

2. **Ductal carcinoma in situ (DCIS)** - Also termed as Stage 0 breast cancer, ductal carcinoma in situ is considered by some to be precancerous because the cells have not spread beyond the milk ducts. The condition is very treatable but significant care is necessary to prevent the cancer from becoming invasive and spreading to other tissues [20].

3. **Infiltrating (invasive) lobular carcinoma (ILC)**- This cancer forms in the lobules of the breast and spreads to surrounding breast tissue. It accounts for 10% to 15% of breast cancers [20].
4. **Triple negative breast cancer (TNBC)** - Making up about 15% of all cases, triple negative breast cancer is one of the most challenging breast cancers to treat because it does not have three of the markers associated with other types of breast cancer. This makes prognosis and treatment difficult [20].

5. **Inflammatory breast cancer** - This cancer is very rare but aggressive and resembles an infection. Women with inflammatory breast cancer usually notice redness, swelling, pitting, and dimpling of their breast skin. It is caused by obstructive cancer cells in their skin’s lymph vessels [20].

6. **Paget’s disease of the breast** - This cancer affects the nipple’s skin and areola [20].

7. **Angiosarcoma** - These are rare and constitute approximately 1% of all different types of breast cancers. They initiate in the cells that line blood vessels or lymph vessels and impact the breast tissue or the skin of the breast. Prior radiation therapy in that area may sometimes be the reason of their origin [20].

8. **Phyllodes tumor** - These tumors are very rare. They develop in the connective tissue of the breast, called stroma of the breast. These are mostly benign, but some of them may be malignant (cancer).

Diagnosis of breast cancer can be done using various techniques.

- **Mammogram**: A mammogram is used in breast cancer prevention. These are special X-ray images that detect changes or abnormal growths in the breast.
- **Ultrasonography**: sound waves are used to capture pictures of the tissues inside of the breast which helps to diagnose breast lumps or abnormalities.
- **Positron emission tomography (PET) scanning**: Special dyes are used to highlight suspicious areas. The healthcare provider injects a special dye into the veins to capture images with scanner.
- **Magnetic resonance imaging (MRI)**: Magnets and radio waves are used to produce clear and detailed images of the structures inside of the breast.

Machine learning algorithms are grouped into four buckets [12]. Figure 2 presents the types of machine learning algorithms.

**Fig. 2: Types of ML Algorithms**

(a) **Supervised learning**: These algorithms use labeled data to predict the output from the input data. Supervised learning can be further categorized as Classification Model and Regression Model. Regression techniques are used to predict continuous values, while classification algorithms predict discrete. Examples of classification algorithms include Decision Tree, Naïve Bayes, Random Forest, Logistic Regression and K-nearest neighbor (KNN).

(b) **Unsupervised learning**: These algorithms are trained using unlabeled data, which is easy to collect and store. Unsupervised learning is broken down into two subcategories: Clustering, Association and Dimensionality reduction. Clustering is a data mining technique for grouping unlabeled data based on their similarities or differences. K-means is one of the algorithms which is a part of clustering technique. Association uses different rules to find relationships between variables in a given dataset. Dimensionality reduction is a learning technique used when the number of features (or dimensions) in a given dataset is too high [13].

(c) **Semi-supervised learning**: It lies between supervised learning and unsupervised learning. Machines are trained using both labeled and unlabeled data.

(d) **Reinforcement learning**: This uses observation gathered from the interaction with the environment to act in a way that maximizes the reward or minimizes the risk. As an algorithm, it continuously studies its environment until it explores all possibilities [12].

The four most commonly used ML algorithms include:

1. K-Nearest Neighbor
2. Linear Regression
3. Decision Tree
4. Naïve Bayes
Given the fact that there are multiple algorithms to choose from, but there is not one which suits every situation, some of the critical questions to ponder before deciding which algorithm to use are as follows:

1. What is the size of the data that you will be working with?
2. What is the type of data that you will be working with?
3. What kind of insights are you looking from the data?
4. How will those insights be used?

Data provides each node with information in the form of inputs. The node multiplies the inputs with random weights, calculates them, and adds a bias. Finally, nonlinear functions, also known as activation functions, are applied to determine which neuron to fire. The deep learning algorithms depend upon ANNs (Artificial Neural Networks) that mirror the way the brain processes information. The algorithms while in the training process, use unknown elements in the input distribution to extract features, group objects, and identify useful data patterns. This approach enables building efficient and effective models.

There are multiple types of algorithms used in DL. The top 10 most popular ones are listed below.

1. CNN - Convolutional Neural Networks
2. LTSM - Long Short-Term Memory Networks
3. RNN - Recurrent Neural Networks
4. GAN - Generative Adversarial Networks
5. RBFN - Radial Basis Function Networks
6. MLP - Multilayer Perceptron's
7. SOM - Self-Organizing Maps
8. DBN - Deep Belief Networks
9. RBM - Restricted Boltzmann Machines
10. Auto encoders

Our focus below is on CNN which is the most pre-dominantly used DL technique in the detection and prediction of cancers.

Convolutional Neural Networks (CNNs)

CNN’s, also known as ConvNets, consist of multiple layers and are mainly used for image processing and object detection. CNN’s are widely used to identify satellite images, process medical images, forecast time series, and detect anomalies. CNN can take an image as an input, then assigns weights and related biases to varied aspects in the image to enable differentiation amongst images. CNN has three main layers: Convolutional layer, Pooling layer and Fully Connected layer. The convolution layer that has several filters to perform the convolution operation. They have a Rectified Linear Unit (ReLU) layer to perform operations on elements. The output is a rectified feature map. In the convolution layer, the output is a grid array huge in size. To reduce the size of this array, we use an algorithm max pooling for down-sampling. The pooling layer then converts the resulting two-dimensional arrays from the pooled feature map into a single, long, continuous, linear vector by flattening it. A fully connected layer forms when the flattened matrix from the pooling layer is fed as an input, which classifies and identifies the images. Figure 5 presents a sample CNN architecture.

![Fig.5: A sample CNN architecture](Source:https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-019-2823-4)

There are various machine learning algorithms and methods that could be used for diagnosing breast cancer, such as Support Vector Machine (SVM), Random Forest, K-Nearest Neighbor, etc. Even though support vector machines are widely used for different tasks, and have shown good results, CNNs are showing a better performance because of their ability to
extract important features and then apply Transfer Learning that helps to reuse the previous models for a running task and improves the used model architecture to reach higher accuracy and precision.

**Fundamentals of developing a ML/DL model**
A ML/DL model development starts with the basic step of data preparation. Data preparation involves collection of data from hospitals or the open-sourcedata repositories such as UCI, Kaggle available on the internet. Once the datasets are secured, they can be combined in order to have a larger dataset, which provide improved accuracy to the results. An important sub-step in data preparation phase is data visualization. This sub-step involves visualizing the data in the form of correlation graph, scatter plot graph and histograms. This helps in getting a better idea about the dataset.

Once the data preparation is completed, it moves to the pre-processing stage. Pre-processing happens in three sub-steps - In the first sub-step, data is transformed and scaled to a certain range, to enable the model in ease of results prediction. The next sub-step called data cleaning; unwanted data is removed from the dataset. The last sub-step is data anonymization, which involves removing of personal details such as name, ID, etc. of the patient from the dataset.

Pre-processing of data is followed by dataset parting. Dataset parting includes parting the dataset into training set and testing set. Typically, 80% of information is taken for training as the model requires larger datasets to learn and predict with improved accuracy. The remaining 20% of the information is taken for testing. Once the data parting is done, the model is trained with the help of an efficient algorithm. Once the model is trained, it is evaluated/tested through the 20% of the data that was secured for testing purposes. The testing dataset produces the percentage of accuracy shown by the model. The last step is the validation phase. K fold cross validation is the technique used for validation. This technique involves splitting the dataset into k groups. Suppose if k is taken as 10, then the dataset is split into 10 groups. One group is taken for training and the remaining groups are taken for testing. This process is repeated until all k groups are taken for testing. Upon completion of cross validation, the model predicts if the patient has benign tumor or a Malignant tumor. Figure 6 shows the workflow for model development.

**Comparative review of ML techniques for breast cancer prediction**
A simple search on Google Scholar using the key words such as research papers, Machine Learning, Deep Learning, Breast Cancer prediction yielded 17,800 results for the time range 2016 to 2022. These research papers from the well-known industry platforms such as researchgate.com, sciencedirect.com, ieee.org, nature.com, nih.gov, etc. to name a few.

For breast cancer detection and prediction through the application of ML/DL techniques, the major challenge has always been the availability of datasets. Every algorithm requires a large amount of training data for its computational measurements. Also, at times it is observed that either only the numeric dataset is available, or image datasets are available. Availability of both datasets for the same set of cancer patients is usually rare, however many researchers are now putting their efforts to get the datasets of cancer patients in the form of medical images, which may contain the accurate information about the cancer patients. Many of these datasets are open source and available in the form of raw images. To handle the issue of limited dataset availability, the researchers are now using the data augmentation schemes, that consist of some key features including cropping, filtering, rotating, cleaning etc.

**Discussion**

**Comparative analysis of ML/DL algorithms for select research papers**
Our main aim was to focus on papers that included prediction of breast cancer using machine learning and deep learning techniques. We randomly picked up 10 papers within the time range of 2016 – 2020. We reviewed each of the thoroughly to understand the different ML/DL techniques that were applied for the breast cancer detection and prediction. The datasets were a combination of numerical, categorical and image data. The Table 1 provides a comparative summary of the ML/DL techniques for breast cancer prediction. As is evident from the Table 1, there are different methods of machine learning and deep learning that are currently being used for cancer prediction. Different datasets produce different accuracies with these algorithms.
Table 1: Comparative summary of the ML/DL techniques for breast cancer prediction

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Data Type / Attributes</th>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Year</th>
<th>R#</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast Cancer Wisconsin (Diagnostic) Dataset</td>
<td>Numeric/32</td>
<td>NB, SVM, ENSEMBLE</td>
<td>97.3%</td>
<td>2016</td>
<td>[1]</td>
</tr>
<tr>
<td>Wisconsin Breast Cancer Dataset at UCI ML repository</td>
<td>Numeric/35</td>
<td>NB, C4.5, SVM</td>
<td>67.17%</td>
<td>2016</td>
<td>[2]</td>
</tr>
<tr>
<td>Breast Cancer Dataset at UCI ML repository</td>
<td>Categorical/10</td>
<td>J48, NB, SMO</td>
<td>91%</td>
<td>2019</td>
<td>[5]</td>
</tr>
<tr>
<td>Breast Cancer Dataset at UCI ML repository</td>
<td>Categorical/11</td>
<td>J48, NB, SVM, GRNN</td>
<td>91%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BreakHis breast image dataset</td>
<td>Image</td>
<td>DNN (CNN+LSTM)</td>
<td>90%</td>
<td>2018</td>
<td>[7]</td>
</tr>
<tr>
<td>microscopy BACH 2018 grand challenge dataset (ICIAR 2018)</td>
<td>400 histopathological images</td>
<td>Deep CNN</td>
<td>96.10%</td>
<td>2020</td>
<td>[8]</td>
</tr>
<tr>
<td>Breast Cancer Coimbra dataset at UCI ML repository</td>
<td>Numeric/10</td>
<td>NB, Decision Tree, KNN, Random Forest</td>
<td>59%</td>
<td>2019</td>
<td>[9]</td>
</tr>
<tr>
<td>Kaggle dataset for Breast Histopathology images</td>
<td>Image</td>
<td>NB, Decision Tree, KNN, Random Forest</td>
<td>84%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UC Irvine Machine Learning Repository</td>
<td>Categorical/9</td>
<td>Fast Fuzzy clustering</td>
<td>85.26%</td>
<td>2019</td>
<td>[10]</td>
</tr>
</tbody>
</table>

It therefore requires additional research to build advanced level models which include deep learning & machine learning algorithms that can provide the best accuracy of predictions of breast cancer and can be generalized for any type of dataset being used.

**Application of CNN Model to predict Breast Cancer**

We used the Breast Cancer Wisconsin (Diagnostic) dataset from the UCI Machine Learning Repository [21], which had features (attributes) and corresponding labels (diagnosis) as a csv file. A digitized image of a fine needle aspirate (FNA) of a breast mass is used for computing the features. Given it is 2 class problem (B – benign or M – malignant), we built a CNN model to predict Breast Cancer.
accuracy which based on the literature research and comparative analysis was the supposedly the most optimum one. The dataset consisted of 569 instances and 32 attributes. As a part of data pre-processing, we first analyzed if there were any null or missing values. We then performed an 'Exploratory' data analysis to comprehend the data distribution. The distribution of malignant and benign instances is shown in figure 7.

**Fig. 7: Data distribution of Malignant and Benign**

The dataset was then normalized and scaled to ensure the values a brought to a similar range. The dataset was then split into training (75% of the data) and test (25% of the data). After having defined the training and test dataset, we built a CNN model by using Sequential as the model type. The input layer consists of 30 features (from the dataset), we use one hidden layer (dense layer) with 16 units and an output layer. We randomly then drop 20% of connections between input and dense layer to generalize the model and not over fitting it. The single output in the output layer defines whether the cancer is malignant (value of 1) or benign (value of 0). We have used ReLu (rectified linear activation) as an activation function for input and dense layer and then applied 'sigmoid' activation to the output layer. The model is then compiled using the 'binarycrossentropy' loss function and 'adam' optimizer which adjusts the learning rate throughout training. To make things even easier to interpret, we have used the ‘accuracy’ metric to see the accuracy score on the validation set when we train the model. We have then trained the model by cycling through the data for 100 times (epochs). We achieved an accuracy of 96.5% on the validation dataset. We finally used the model to predict the accuracy on the test dataset by plotting the confusion matrix. Out of the 54 malignant cases in the test dataset, the model was able to predict 51 of them correctly and out the 89 benign cases, it was able to predict 87 of them accurately. Training and validation accuracy is depicted in Figure 8.

**Fig. 8: Training & Validation accuracy post 100 epochs**

The model’s accuracy on the test dataset for malignant cases was 94.4% and for benign cases was 97.8%. Confusion matrix for breast cancer prediction is presented in Figure 9.

**Fig. 9: Confusion Matrix plot for Breast Cancer prediction**

**Conclusion**

In this paper, we have reviewed different algorithms associated with machine learning and deep learning that can be used for the prediction of breast cancer. Our main intent is to predict the occurrences of breast cancer more effectively and with improved accuracy using most optimal and suitable algorithm. This paper is also an effort to highlight all previous studies of machine learning algorithms that are being used for prediction of breast cancer. This paper provides all required and necessary information to the researchers who are working to establish the most optimum DL/ML algorithms for breast cancer detection and prediction. The review of this paper includes understanding of the various types of breast cancer, their symptoms, causes, current detection and diagnosis methods. The paper then covers the concepts of machine learning and deep learning specially focusing on techniques used for breast cancer prediction and detection. The paper discusses the CNN architecture in detail and outlines the fundamentals of developing an effective & efficient ML/DL model. Based on the past work performed between 2016 – 2020, the paper provides a comparative summary of ML techniques for breast cancer prediction. We used the Sequential DL model (classifier) on the Breast Cancer Wisconsin (Diagnostic) dataset and it yielded an accuracy of 96.5% on the validation dataset. The model had an accuracy of 94.4% to predict malignant cases on the test dataset and 97.8% to predict benign cases. In the future work, it is expected that certain data augmentation techniques may be used by the researchers to address issues of limited dataset availability. Researchers should also consider the issue of inequality of positive and negative data, as it can lead to biasedness towards positive or negative prediction. Another important issue that needed to be potentially addressed is the imbalanced number of breast cancer images against affected patches for correct diagnosis and prediction of breast cancer.
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